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The Evolution of AI

1950 Turning  test – A test for 

machine intelligence 

1955 The term AI is born

1961 First industrial 

robot, Ultimate

1964 First pioneering chatbot 

“Eliza” 

1966 Shaky – the 

first “electronic” 
person holds 
conversation with a 
human 

2011 Siri and Watson AI voice 

released

2015 Tesla introduces the 

autopilot to its model S

2016 Microsoft chatbot Tay 

released

NOW –
Metaverse, 
Chat-GTP, 
Generative AI

1987 Early Neural Networks

1990 Support Vector 

Machines (SVMs)

1995 – 1997 Random Forests and 
Boosting algorithms 

2000 Deep Learning 

Foundations

2010 Deep Learning 

Breakthroughs



Next Generation AI Jets vs Co-Pilots

Advantages, Risks and Threats





SPEAR-EW Cruise Missiles 
(MBDA)

The AI-driven system, 
allows the missiles to 
collaborate with the 
aircraft controlling them.

C4ISR solutions (Northrop 
Grumman)

AI enhances situational awareness by 
helping to identify patterns in real-
time, facilitating faster, more 
accurate decision-making

Iron Dome (Rafael) 

AI-powered algorithms 
analyze radar and other 
sensor data to track 
incoming missiles

Lynx KF41 
(Rheinmetall)

AI for target 
identification, 
autonomous 
navigation, and 
decision support in 
battle.



Redefining Modern 
Warfare
“AI enables humans and machines to SEE AROUND CORNERS enabling the 
communication of Operational insight across theatres possible in Real-time.  
This capability make the Art of the Impossible Possible” Demetris Skourides, 
Cyprus Chief Scientist for Research, Innovation and Technology



The Game Changer
“AI breaks across silos, disrupts use-cases, and when operational 
insight across all systems is combined, the cost of defending against is 
just too big. Defence analysts will have to rethink their playbook” 
Demetris Skourides, Cyprus Chief Scientist for Research Innovation 
and Technology



AI Applications  in War – Deepfakes

• Deepfakes are increasingly being used in cyber 
warfare. They involve mixing real and fake content to 
create highly believable but false information

• Deepfakes pose a significant threat to national 
security by enabling the spread of misinformation and 
digital impersonation. 

• Fake footage showing military atrocities or 
manipulative speeches can destabilize political 
situations, disrupt diplomatic negotiations, and incite 
violence.



Autonomous 
risk decisions 
and AI errors 
impacting 
warfare 
• Autonomous systems rely on data-

driven algorithms to process 
information and make decisions. 

• These systems are prone to failures 
like incorrect pattern recognition, 
incomplete datasets, or adversarial 
manipulation. 

• Such issues can lead to flawed 
decisions, including targeting errors 
or misinterpretations of battlefield 
conditions, potentially resulting in 
unintended escalation of conflict



Texas Instrument Robot

Human Biotech Strength

AI ETHICS?





Balancing Opportunities and Risks

Robust Cybersecurity Measures

Leverage Synthetic Data

AI and Predictive Analytics

Investment in AI Research

Training and Development
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